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a b s t r a c t

In this study, simultaneous deconvolution and reconstruction of peak profiles in the first (1D) and second
dimension (2D) of comprehensive two-dimensional (2D) gas chromatography (GC × GC) is achieved on
the basis of the property of this new type of instrumental data. First, selective information, where only
one component contributes to the peak elution window of a given modulation event, is employed for
stepwise stripping of each 2D peak with the help of pure components corresponding to that compound
from the neighbouring modulations. Simulation based on an exponentially modified Gaussian (EMG)
model aids this process, where the EMG represents the envelope of all 2D peaks for that compound. The
peak parameters can be restricted by knowledge of the pure modulated 2D GC peaks derived from the
same primary compound, since it is modulated into several fractions during the trapping and re-focusing
process of the cryogenic modulation system according to the modulation period. Next, relative areas of
all pure 2D components of that compound are considered for reconstruction of the primary peak. This
strategy of exploitation of the additional information provided by the second dimension of separation
allows effective deconvolution of GC × GC datasets. Non-linear least squares curve fitting (NLLSCF) allows
the resolved 2D chromatograms to be recovered. Accurate acquisition of the pure profiles in both 1D and
2
D aids quantification of compositions and prediction of 2D retention parameters, which are of interest
for qualitative and quantitative analysis. The ratio between the sum of squares of deconvolution residual
and original peak response (Rrr) is employed as an effective index to evaluate the resolution results. In
this work, simulated and experimental examples are used to develop and test the proposed approach.
Satisfactory performance for these studies is validated by minimum and maximum Rrr values of 1.34e−7%
and 1.09e−2%; and 1.0e−3% and 3.0e−1% for deconvolution of 1D and 2D peaks, respectively. Results
suggest that the present technique is suitable for GC × GC data processing.
. Introduction

One-dimensional gas chromatography (1D GC) has been the
nstrumental pillar for separation of both complicated and sim-
le mixtures of volatile compounds [1,2]. With the increasing
emands for the analysis of systems with hundreds or even
housands of chemical components, this technique becomes indis-
ensable in both academic and industrial areas. However, the
imits of a 1D GC system are readily exceeded as complexity
ncreases [3]. Fortunately, hyphenated chromatographic instru-

entation has provided powerful solutions to problems in recently
opularised fields e.g. metabonomics [4–6] allowing qualitative
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and quantitative information of target molecules in biofluid sam-
ples to be further used to interpret the changes in metabolism
processes. Thus, in recent years reliable measurement of an
increasing number of constituents with a greater total number
of identified components, at ever decreasing abundance becomes
important. For this task, contaminated peak clusters with a
greater number of overlapping analytes require effective resolution
[7].

Comprehensive two-dimensional gas chromatography
(GC × GC) improves analytical peak capacity and separation
effectiveness through coupling of two mutually ‘orthogonal’

columns [8] and its performance has been confirmed through the
analysis of volatile components in complex samples, including
traditional Chinese medicine (TCM), wine, coffee, drugs, and others
[9–12]. However, complete separation of all detectable compo-
nents still cannot be attained because of the high complexity of
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ig. 1. Illustration of the data structure of comprehensive two-dimensional chrom
atographic profiles. (A and D) Contour and three-dimensional graphs of overlap

hree-dimensional graphs of the two individual pure simulated components shown

eal samples, and limitations of the experimental conditions and
he instrument [13,14].

Conventional methods for accurate quantification of 1D over-
apping peak clusters have been established on the basis of
xploitation of different features and models of chromatographic
rofiles, as well as data transform techniques such as Kalman fil-
er and wavelet analysis [15–19]. For example, Jung et al. extracted
our or five data points with the same interval from both the nor-

al and the derivative chromatograms; the four parameters in an
xponentially modified Gaussian (EMG) model can then be recon-
tructed via solving the cubic or quartic equation [20,21]. A study
as proposed for automatic deconvolution using a polynomially
odified Gaussian (PMG) function, and reasonable selection of the

ocal and global optimization algorithms, including locally opti-
ized genetic algorithm (LOGA), multi-start local search (MSLS),

nd Powell algorithm; the improved version was found to be effec-
ive for the extraction of peak profiles of pure components from
verlapping clusters [22]. The result has special relevance to the
ser for chromatographic data processing, in the absence of strong
ackground response. Generally speaking, most of the reported
orks on deconvolution of 1D chromatograms seek to recover

he pure peaks using full optimization, fitting or searching tech-
iques with different mathematical models. These models include
ormal and asymmetric Gaussian distribution, generalized expo-
ential function, PMG, EMG, and some modified functions [23].

In contrast to conventional 1D chromatography, two-
imensional (2D) hyphenated chromatographic datasets comprise
wo separation/identification dimensions, and when combined

ith spectral information with multichannel detectors offer addi-

ional information content. Thus, deconvolution methods, such
s iterative optimization, use of selective information, and key
ariable selection, were developed on the basis of making full use
f such information [24–26]. Comprehensive 2D chromatography
aphy, and deconvolution and reconstruction of both primary and secondary chro-
peak cluster of two simulated components. (B and C) and (E and F) Contour and
) and (D).

(C2DC) has special data structure characteristics compared with
both conventional 1D and coupled 2D chromatography. Peaks
eluting from the first column (1D) are modulated into several
fractions and re-injected to the second dimension (2D) [7–12]. It
should be interesting and effective if the additional information
found from both 1D and 2D can be simultaneously extracted,
deconvoluted, and the pure profiles reconstructed for 1D and 2D
overlapping peak clusters.

So far, few methods have been specially developed for deconvo-
lution of C2DC datasets. For example, Fraga and Corley combined
generalized rank annihilation method (GRAM) and parallel factor
analysis (PARAFAC) for chemometric resolution and quantifica-
tion of overlapped peaks in comprehensive two-dimensional liquid
chromatography (LC × LC) [13]. Kong et al. recovered the primary
peak profiles using the areas of each fraction acquired from the sec-
ond dimension of GC × GC [14]. But the strict tri-linear property or
complete parameter searching makes these methods difficult for
widespread and rapid applications.

The present study attempts to solve the deconvolution issue for
both 1D and 2D simultaneously, based on recognition of data struc-
ture features. It fully utilizes the information of C2DC. First, the
selective information found in 1D is employed to determine the
optimization bounds of these same components in 2D for model-
ing. This has relevance for rapid and accurate determination of the
parameters in the EMG model. Then, selective information of the
pure component in 2D is employed for deconvolution, using certain
boundary information. After extraction of all the peak areas of each
pure secondary component, reconstruction and deconvolution of

1
overlapping primary peak profiles in D can be achieved using the
Levenberg–Marquardt algorithm [27,28]. The main advantage of
this work is full utility and exploitation of the new information for
simultaneous 2D deconvolution in terms of the data characteris-
tics of C2DC. Such a strategy improves the potential to generate the
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indow with the three components. The three peaks here could represent either
1D chromatogram, or 2D chromatographic data, as shown on the retention scale.
he denotations 1tR and 2tR, respectively, represent the retention times in 1D and
D with different scales.

equisite results using appropriate fitting techniques for deconvo-
ution of overlapping peaks.

. Theory

The EMG function is the most successful and widely-used
odel to simulate real chromatographic peaks [20]. It includes four

arameters: the peak magnitude, position, shape and skewness of
he target profile, as given in Eq. (1),

(t) = A

2 × �

(
exp

(
ı

2 × �2
− t − tG

�

)(
1 − erf

(
ı√

2 × �
− t − tG√

2 × ı

)))
(1)

here s(t) is a response vector of the chromatographic profile, and
enotations A, ı, �, and tG, respectively, represents the peak area,
he standard deviation of the precursor Gaussian component, time
onstant of the precursor exponential modifier, and the retention
ime of the precursor Gaussian peak. These terms may be denoted
ith superscripts to define the 1D and 2D parameters, respectively.

he expression erf is an abbreviation of error function. The special
ase with � = 0 is the symmetrical Gaussian profile. In this work,
MG model is employed to reconstruct both the 1D and the 2D
hromatograms of GC × GC separation.

The importance of deconvolution of overlapping peak clusters
nd reconstruction of pure chromatographic profiles is represented
n Fig. 1. The first three contour plots (Fig. 1(A)–(C)) show over-
ap profiles of two individual pure components. It may be difficult
o accurately determine quantitative information of the two com-
onents from Fig. 1(A), and for cases of peak overlap to obtain

ndividual peak parameters such as retention time, peak widths,
nd other related information for the 1D peak. The visual three-
imensional graphs from (D) to (F) further illustrate the data
tructure of the mixed and pure peak profiles.

In Fig. 2, a typical overlapping peak cluster with three com-

onents is shown to demonstrate the deconvolution strategy.
ccording to the principle of modulation in GC × GC analysis, the
rimary peak eluting from 1D is collected and focused in time e.g.
ith a cryogenic modulation system, and then injected to 2D for

urther separation. Thus, a given mass of each fraction of the 1D
A 1218 (2011) 2301–2310 2303

chromatographic band will be transferred to the corresponding 2D
peak, as Eq. (2) defines [29,30].

i∑
i=1

Ai =
∫ t0+(i−1)×PM

1

s(t)dt, i = 1, 2, . . . nM, (2)

where expressions Ai and s(t) represent the area of the ith fraction
and signal of the secondary profile detected in 2D, respectively.
The numbers t0, PM and nM denote the heart-cutting position of
the first modulated fraction, the modulation period and the num-
ber of modulations detected for a given 1D peak. Using non-linear
least squares curve fitting (NLLSCF) techniques, the 1D peak profile
may be reconstructed to give effective deconvolution of over-
lapping peak clusters, provided the profile s(t) of all secondary
components can be extracted in 2D. Otherwise, deconvolution of
overlapping 2D peaks need to be accomplished first before recon-
struction of the primary profile. In this work, Levenberg–Marquardt
algorithm is used for NLLSCF analysis because of its satisfactory
performance to treat multi-parameter systems, improving upon
algorithms such as those based on immunity and genetics [16].
Additionally, discrimination of all peaks in the second dimension
of the corresponding primary components with overlapping peaks
may be difficult because of shifts of retention times. Correction of
the shift along with recognition of the characteristics of GC × GC
datasets improves the accuracy of 2D peak assignment to individual
1D peaks.

As shown in Fig. 2, if the simulated system denotes a 1D over-
lapping chromatographic cluster, the modulation fractions at the
selective region, zone (1) and zone (7), will produce chromatograms
of pure fully resolved components in 2D. A selective region of the
peak profile means that the elution window has contribution from
only one component. Ideally, other 2D peaks of the same chemi-
cal component should have the same parameters 2ı, 2�, and 2tG
given in Eq. (1), but they will have different peak areas A. Then,
deconvolution of the secondary overlapping clusters can be read-
ily attained with the three known parameters. Though variations
in experimental parameters may make this difficult to achieve
because of the effects of noise, overloading, and disturbance to the
distribution arising from temperature and others conditions, this
prior information is very helpful to determine the search bounds
when NLLSCF is utilized to extract the peak profile of pure 2D com-
ponents. The search bounds correspond to the range of potential
existing values of the target parameters, namely, A, ı, �, and tG
for which specific values are to be determined for a given peak
in this work. The respective values should be included in the upper
and lower bounds window. The lower bound value for A will be
from the area of a selective region of the compound (which corre-
sponds to a single modulated peak – the area must be larger than
this value) and the total area of the whole peak cluster for deconvo-
lution. For the other parameters reasonable values are estimated,
and lower/upper bounds (e.g. 0.5–2.0 of this value) are then defined.
Theoretically, the optimization procedure has to scan the whole
mathematical space if the search bounds cannot be defined before
starting the computation. This may make the results go into local
optimum. In general, the wider the search bound, the more difficult
to get the optimization results, and the narrower bound, the higher
precision, as long as it includes the real values inside the boundary
limits in terms of the property of Levenberg–Marquardt method.
These parameters can be acquired from other zones e.g. zone (3),
provided they are completely resolved.

Many model or empirical equations have been developed to

extract band broadening parameters of the EMG function [31–33].
In this work, robust formulae are employed for the coefficients of
known pure peak profiles, and then used as inputs for modeling
[33]. Of course, the pure information of 2D peaks cannot be exactly
found in some cases since the selective region of target compo-
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ents may be smaller than a modulation period, or may be due to
verlapping with the neighbouring components in each modula-
ion event. Then, the empirical formulae to define the relationship
etween parameters ı and � can be employed to estimate the
earch bounds. In Eq. (3), a widely-used expression is given with
/ı between 0.5 and 6.5 [34,35]. The knowledge and experience
bout the chromatogram is useful to find the optimum upper and
ower thresholds.

1/2 = 2.164 × ı + 0.718 × �, (3)

here denotation w1/2 represents the peak width at half height of
he target peak, and ı and � have the same meaning as given in Eq.
1).

If the system in Fig. 2 represents an overlapping peak cluster
n 2D, the selective regions zone (1) and zone (7) can be utilized
o fit the profiles of pure components a and c with the help of the
arameter bounds acquired from the pure component regions in
D. According to the definition given in Eq. (4), contribution of the
esolved profiles can be subtracted from the total ‘contaminated’
esponse x. Thus, new selective information can then be discov-
red for deconvolution of other components. As shown in Fig. 2,
he left and right selective regions, zone (4) and zone (5), of peak b
ill appear after extracting the information of peak a or c. It is found

hat such a strategy can be used to deconvolute complicated pro-
les with more than 3 peaks as long as sufficient selective regions
re available for the target compositions [21]. This stepwise com-
onent stripping technique simplifies the system and improves the
ffectiveness of deconvolution.

=
N∑

i=1

ci + e, (4)

here denotations x and e represent the total chromatogram and
he corresponding experimental noise, respectively. N is the total
umber of components with contribution to response x.

To the system given in Fig. 2 with three components a, b and c,
q. (4) can be re-written as Eq. (5).

= ca + cb + cc + ce, (5)

here ca, cb and cc represent the profiles of pure components a, b
nd c.

The derivatives of the smoothed chromatogram include rich
nformation of the purity of the contaminated profiles with more
han one chemical component. Thus, the number of underlying
ompounds and the corresponding elution ranges of a given over-
apping peak cluster can be estimated using first-, second- and
hird-order derivatives [36]. The selective information also can be
ssessed in terms of the peak distribution and skewness as recog-
ized by the user with some experience. If unsuccessful, a visual
ssessment strategy can assist to find acceptable results using the
econvolution residual as an evaluation index. Mathematically,
data points of a pure component are sufficient to recover the

riginal chromatographic profile since there are only 4 unknown
arameters to be solved, i.e. A, ı, �, and tG of the second dimen-
ion peak, and including t0 of the primary peak. However, more
elective information is required for model establishment because
f interference of experimental noise, possible serious deviation
o the EMG function, limitations of the mathematical method, and
thers. Then, the chromatographic profile of the pure component is
tted using NLLSCF technique with appropriate selective informa-

ion. Further, prediction of such information derived from both the
eft and then the right side of the chromatogram is a good strategy
o validate the results, since either approach should essentially rep-
esent the same pure component. Deconvolution of all the peaks of
nterest can be achieved based on stepwise stripping analysis. The
Fig. 3. Illustration of the work flow of the proposed method for simultaneous decon-
volution of primary and secondary overlapping peak clusters.

areas of the resolved pure chromatograms are then utilized as input
to obtain the primary peaks.

Fortunately, 2D characteristics of GC × GC separations largely
reduce the complexity of overlapping peaks, and relatively improve
the possibility to find enough selective data points in the
component elution window. Deconvolution of the overlapping
components can then be attained after extraction of the pure sec-
ondary profiles of each of the components. Accurate determination
of peak areas of the 2D peaks improves the reconstruction of the pri-
mary peak profiles. In ref. 14, a method was introduced to find the
linear relationship of parameters ı, �, tG and retention time tR of the
components in an experimental run. Such a strategy may be helpful
for deconvolution when fewer modulations (nM) are acquired for
components with weak response.

In Fig. 3, a flow diagram is given to illustrate the working
procedures of the method proposed in this work. The first four
steps include obtainment of two-dimensional GC × GC datasets to
be deconvoluted from the raw instrumental chromatogram, data
pre-treatment and quality improvement such as background sub-
traction and noise smoothing. The next two steps are developed to
extract the pure chromatographic profiles on the basis of the step-
wise component stripping technique and NLLSCF method. These
pertain to 2D peaks. The remaining steps focus on the deconvo-
lution and reconstruction of the 1D chromatographic peaks of the
GC × GC separation. The areas of the fractions obtained from the
previous processes are finally utilized to simulate the primary peak
data.

The present strategy takes advantage of the property of the
GC × GC profile in both 1D and 2D. It fully mines out the data
characteristics of this new type of dataset. Unlike conventional
GC with only 1D chromatographic information, or coupled chro-
matography with spectral information, modulation of each peak
from 1D to 2D in GC × GC provides new features for chromato-
graphic peaks. This characteristic has clear significance required for
complete understanding of GC × GC datasets. Simultaneous decon-
volution and reconstruction of overlapping peaks from the two

dimensions of GC × GC will assist identification and quantification
of complex mixtures, since retention parameters and peak areas
are fundamental to accurate qualitative and quantitative analysis.
Residual response magnitude between raw signal or area and EMG
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odeling results of 1D and 2D peak profiles is utilized to evaluate
he performance of the present method.

. Experimental

Simulated and real datasets are employed to validate the per-
ormance of the proposed method. The simulated overlapping peak
luster is that given in Fig. 2, and the real mixture is prepared using
1 standard components reported below.

.1. Materials and preparation of the experimental mixture

The standard mixture contains 4 alkenes, 3 phenols, 16 alcohols,
5 esters, 6 acids, 7 aldehydes, 3 ketones, and 7 other compounds

ncluding furan and sulfides. All the components were chromato-
raphically pure standard substances. All components were present
n the final solution at 50 mg/L. Details of these components are not
iven here, since the experimental goal is to generate overlapping
eaks, and then utilize the result to deliver examples of the strategy
f chemometric interpretation.

.2. GC × GC system configuration

The two-dimensional GC system comprised two parallel up-
tream and down-stream CO2 nozzles for sample trapping and
e-focusing. The cryogenic segment was installed at the begin-
ing of the 2D short, narrow diameter column. The cooling gas

s alternately delivered from the two nozzles to sub-sample the
eaks eluting from the first column into different fractions, and re-

njected to the second ‘orthogonal’ column. The number of fractions
epends on the value of modulation ratio (MR), which simulta-
eously considers PM and peak width at base (wb) of the target
eaks [37]. The instrumental system comprised an Agilent 6890
C (Agilent Technologies, Nunawading, Australia) and a model
683 Series auto-sampler, with FID detection. The column set
onsisted of different stationary phases, namely, a 30 m × 250 �m
.D. × 0.25 �m film thickness (df) RXi-5Sil MS (5% diphenyl 95%

ethyl phase, Restek Corp, Bellefonte, PA) 1D column connected
o a 1 m × 100 �m I.D. × 0.1 �m df Stabilwax (polyethylene glycol,
estek Corp) 2D column. The secondary peaks are directly detected
y the FID detector system. The maximum allowable temperature
f the column set is 250 ◦C.

.3. Experimental conditions for GC × GC analysis

The experimental conditions were applied as follows: the initial
ven temperature was set at 40 ◦C and held for 3 min, programmed
o 220 ◦C at 3 ◦C/min, and held for 10 min at the final temperature.
ydrogen was used as carrier gas with a flow rate at 1.5 mL/min. The
odulation period (PM) was 4 s; modulation start time was 2 min.

he first cryogenic nozzle has 1 s for primary peak heart-cutting,
nd 3 s for trapping. The injection volume was 1 �L with splitless
ode. The data acquisition rate of FID detection was 100 Hz.

.4. Data transfer and analysis

The original dataset is firstly exported from the Agilent work-
tation, then transferred to matrix format using 2DGC Converter

oftware (v1.0) coded in-house. All computer programs involved in
his study were coded in MATLAB environment (version 7.7.0.471,
2008b). The calculations were performed on a HP compatible per-
onal computer with Intel(R) Core(TM)2 Duo CPU and 1.95 GB RAM
emory.
ment of peak area. The noisy raw profile Curve1 is improved to Curve2 using
smoothing and background subtraction techniques. Data points a and b are selected
to construct the background (drift) of the target peak cluster, and Line1 is the math-
ematical baseline with zero as reference.

4. Results and discussion

4.1. Data pre-treatment and quality improvement

The dataset obtained from the GC × GC instrument had a strong
baseline shift over the data range. In order to calculate the peak
area directly using the raw data, the first step is to normalize the
original data with a data centring operation, where the response
of each data point is subtracted by the minimum of the whole
dataset. Correct target peak areas of the secondary profiles are
required to guarantee good performance in reconstructing the
primary chromatograms. Thus, correction of background shift is
further conducted in the analyte window using a linear interpo-
lation technique. The peak background xbackg is linearly simulated
using the first and last two smoothed data points. It also can be
determined manually by the researcher in terms of GC × GC exper-
imental datasets. As given in Eq. (6), the new data xnew without
background interference (drift) is employed for analysis.

xnew = x − xbackg (6)

A moving window average method is utilized to smooth the
noisy data set with a window size of 7 [38], which is important for
2D peaks corresponding to the first or last fraction with small but
noisy response of the primary peak.

In Fig. 4, a typical dataset with background shift and noise inter-
ference is shown. Each secondary peak acquired from 2D is treated
with the same importance, since they equally determine the modu-
lation number (nM) and time of the 1D peak, and aid reconstruction
of the 1D peak profile. However, the first and/or the last modu-
lated peak in 2D have relatively low response because they are
remote from the peak centre. Thus, quality improvement of these
datasets is necessary to obtain the correct peak areas and modu-
lation information of the 1D peak. Curve 1 in Fig. 4 is the original
chromatogram. It is difficult to directly find accurate peak areas

of the overlapping peak cluster with the existence of strong back-
ground and experimental noise. In this case, data points a and b
are selected as the starting and end positions of background of the
peak cluster of interest. The background is then linearly interpo-
lated to construct xbackg in Eq. (6), as Line1 shows. Curve 2 is the new
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been reported [42,43]. Evaluation of the shift in 2D peaks is aided
urve1 can then be stripped from the total response, then Curve2, etc. (B) Com-
arison of the deconvolution results and the original peak profiles. The solid lines
epresent the simulated total chromatogram response and the dotted lines represent
he deconvolution results.

ataset used for deconvolution and area assignment of 2D peaks to
ecover the primary profile in 1D. The smoothed profile, without
ackground contamination is a satisfactory representation; Line2

s the mathematical zero line.

.2. Results of simulated dataset with three components

The simulated dataset is utilized to introduce the strategy for
econvolution, and also to identify the advantages and disadvan-
ages of the method, i.e. to assess the effectiveness of the proposed
echnique. Generally, the complexity of an overlapping peak clus-
er in GC × GC is significantly reduced compared with 1D GC, both
ith respect to the number of overlapping components and degree

f contamination with neighbouring components. In the theory
ection, it is mentioned that deconvolution of components can be
ttained and self-validated through employing information from
oth the left and the right sides of the peak cluster. It is possi-
le to also commence the deconvolution process using a middle
omponent as long as it is a selected component i.e. a peak with
ure regions (no overlap). Thus, the simulated data are analysed

n this way to validate the resolution results. Only homoscedastic
oise is studied in this work because of the low frequency appear-
nce of heteroscedastic noise in GC × GC datasets. The noise level
s simulated at 0.1% of the maximum response of the whole chro-

atographic profile.
In Fig. 5, results are shown using the proposed method. The

urves from 1 to 4 in Fig. 5(A) clearly show the changing pro-
ess from the original chromatogram (Curve1) to the final residual
Curve4) after deconvolution. The two curves 3 and 4 are the
emaining profiles after stripping the left two components, respec-
ively. The asterisked data points from 1 to 6 determine the starting

nd end positions of selective regions of the three target peaks –
.e. Curve1 from p1 to p2 has no underlying interfering peak, so is
pure peak. Once Curve1 is stripped from the total response, this

eaves a result where Curve2 is a pure selective region from p3 to
Fig. 6. The deconvolution process of the same data set shown in Fig. 5. Here,
deconvolution is from right to left side for the peak cluster. This can be utilized to
self-validate the final deconvolution results; (A) and (B) have equivalent meaning
to Fig. 5(A) and (B), respectively.

p4. Fig. 5(B) is the comparative result of simulation (solid line) and
deconvolution (dotted line) profiles, which match very well. The
ratio between the sum of squares of deconvolution residual and
original peak response (Rrr) is 1.16e−3%, which means most of the
signal is expressed using the NLLSCF technique. In Fig. 6, the dataset
is resolved commencing from the right side (later component). The
symbols have the same meaning as those in Fig. 5. The ratio (Rrr) of
deconvolution residual and peak response is 1.83e−2% in this case.

Propagation of error has possible effects on deconvolution of
complex overlapping systems with more than three components.
The resulting deviation from the prior deconvolution process will
partly affect subsequent deconvolution of the next component.
Careful selection of regions with high response of target compo-
nents can significantly help to improve the accuracy; this is not
always possible with real data.

4.3. Results of three real datasets with different complexities

The first treatment of these experimental data was correction
of the baseline using the above approach. After datasets with good
quality are obtained, deconvolution of overlapping components in
2D is conducted. Then reconstruction and deconvolution of the 1D
peak profile can be achieved using NLLSCF technique. The function
for NLLSCF in Matlab is effective to define the search upper and
lower bounds, making the method for deconvolution proposed in
this work readily performed.

In Fig. 7, an experimental dataset with two partially overlapping
peaks in 2D is given as an example. It can be seen that there are two
components over this elution window, as shown in Fig. 7(A) and
(B). The image shown in Fig. 7(A) is acquired from the peak pro-
files given in Fig. 7(B), which provides the distribution information
of the sub-peaks found in 2D. In most cases, some relative reten-
tion shifts will arise for the peaks extracted from 2D. This leads to
difficulty in assignment of the overlapping 1D peak clusters to indi-
vidual components. This has been referred to elsewhere for GC × GC
data [39]. Alignment of data for 1D [40,41] and also GC × GC data has
by the stepwise attenuation property of the EMG chromatogram.
The partially resolved peak cluster a4 + b1 includes contribution of
both components modulated from the two primary peaks for which
the 2D column does not provide adequate resolution. Fig. 8 shows
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he possible elution components and peaks in Fig. 7(B). The area of
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truction of the primary overlapping profiles in 1D. Fig. 7(C) shows
he two compositions with clear overlapping regions when the two
rimary peaks are modulated in 2D. The ratios (Rrr) between the fit-
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he selective regions of target components. The asterisked symbol pairs (two for a4
nd two for b1) have the same meaning as given in Fig. 5.
d the reconstructed primary overlapping peaks in the first dimension (C), for real
on the 1D column. Inset shows expanded 2D plot of the a1 result.

ting residual and original data of the two components are 3.4e−5%
and 5.67e−4%, respectively. This should be a satisfactory result for
further quantification and determination of other parameters of
interest.

Fig. 9 shows a further chromatographic result, now with three
overlapping components. The image and peak elution pattern is
plotted in Fig. 9(A) and (B), respectively. The analytical principle
and procedures are very similar to that detailed above. Five poten-
tial overlapping clusters a1, a2, a5 and b1, c2 and c3 were tested in
2D (note that in some cases peaks overlap with other matrix compo-
nents). They should belong to the respective fractions of the three
primary peaks a, b and c, as given in Fig. 9(B). The deconvolution
results of these components are shown in Fig. 10 with the ratios (Rrr)
of the sum of square between fitting residual and original data set
being 9.33e−2%, 1.0e−3%, 1.34e−1%, 1.20e−2% and 2.4e−2% from
Fig. 10(A) to 10(E). In this case, it is important to determine the
minor component peaks which interfere with the whole peak pro-
files. Then, the three components in 1D can be recovered using the
acquired areas of secondary peaks with the help of NLLSCF tech-
nique, as shown in Fig. 9(C). All the peaks in 2D match very well
with the component elution in the first dimension. The fitting ratios
(Rrr) of residual and original signal of these three components are
1.12e−4%, 6.89e−3%, and 1.34e−7%, respectively.

The case shown in Fig. 11 is more complicated in contrast to
the two cases shown in Figs. 7 and 9. Most secondary peaks in 2D
have overlapping elution windows with its neighbour, as shown
in the expansions in Fig. 12. Fig. 12(G) illustrates a process of rela-
tive retention alignment to ensure that the 2D peaks for the same
component have the same 2tR values. The peaks denoted ‘a1’ are
employed as the reference to correct the 2D retention shift, and the
relative shift of peaks b can be clearly found in Fig. 12(G).
All of the components in Fig. 12 need to be firstly resolved to
assign the area of each chemical component for subsequent recon-
struction of the primary peak profiles in 1D. The deconvolution
results are given in Fig. 12(A)–(F); most deconvolution results are
acceptable with low residual. For the 5 overlapping systems, the
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imits the application to deconvolution of GC × GC datasets with a
arge number of data points. Extended computation times should
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omputation iterations are used to generate the results. Strong
verlapping systems with highly asymmetrical peaks may also
hallenge the present method because of the difficulty to obtain
ufficient pure component information. But our global searching
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. Conclusions

Deconvolution of overlapping peaks is not a new topic in the
tudy of chromatography. However the data structure of C2DC
s different in contrast to conventional 1D chromatograms. The
resent work discovers the data information of this new type of
ataset to permit simultaneous deconvolution and re-construction
f peak profiles for both the 1D and the 2D separations. This makes
ccurate quantification and finding of retention parameters of tar-
et components practical. Though only simulated and experimental
C × GC data sets are employed to introduce the principles of the
roposed technique, it also can be utilized to treat the data acquired
rom LC × LC system. Complete automatic recovery of peak profiles
f all the primary and secondary compositions detected by C2DC,
nd then derivation of information of specific concern to the analyst
hould be our next concern.
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